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The Big Data Era 

What are 
New Aspects? 

See discussion in: 
Z.-H. Zhou, N. V. Chawla, Y. Jin, and G. J. Williams. Big data 
opportunities and challenges: Discussions from data analytics 
perspectives. IEEE Computational Intelligence Magazine, 9(4): 
62-74, November 2014. 

Today I will talk about 
one issue …  

http://cs.nju.edu.cn/zhouzh/zhouzh.files/publication/cim14.pdf
http://cs.nju.edu.cn/zhouzh/zhouzh.files/publication/cim14.pdf
http://cs.nju.edu.cn/zhouzh/zhouzh.files/publication/cim14.pdf
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A typical machine learning process 

decision trees, neural networks, 
support vector machines, etc. 

trained 
model 

training 
data 

Name Rank Years Tenured

Mike Assistant Prof 3 no

Mary Associate Prof 7 yes

Bill Professor 2 yes

Jim Associate Prof 7 yes

Dave Assistant Prof 6 no

Anne Associate Prof 3 no

label 
training 

? = yes 
unseen data 

(Jeff, Professor, 7, ?) 
label 
unknown 

Using a learning algorithm 

What model is good? 
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decision trees, neural networks, 
support vector machines, etc. 

trained 
model 

? = yes 
unseen data 

(Jeff, Professor, 7, ?) 
label 
unknown 

Related to the performance measure 
for evaluation 

If we know which performance 
measure is concerned, we can 
take it as optimization 
objective for learning 

          The smaller #mistakes, the better ？ to optimize “Accuracy” 
Both precision and recall are concerned？ to optimize “F1” 

                            … … 
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Now the data become bigger 

Optimizing the performance measure 

Unwise to 
“Get all data, 
 then optimize”   

What can we do ? 

Typically, we collect all training data, then do optimization 

Incremental 
learning ! 
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Some performance measures are with good properties, 
easier to optimize, e.g., 

However, many other important performance measures, 
e.g., 

F1-score, PRBEP, MAP, AUC ...  

non-decomposable, non-linear, non-smooth, non-convex, … 

Quite challenging 

Accuracy:  
It is decomposable over examples  
 

Convex surrogate losses (hinge loss, exponential 
loss) make the optimization easier  

We focus on AUC as an example 
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AUC: Area Under the ROC Curve 

Area Under 
ROC Curve 

ROC (Receiver Operating 

Characteristic) Curve [Green 

& Swets, Book 66; Spackman, 
IWML’89] 

The bigger, the better 
[Metz, SNM 78; Hanley & McNeil, 
Radiology 83] 
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• ranking positive instances higher than negative ones 

• insensitive to class distribution 

• independent to classification threshold  

• . . . 

Widely used in various learning tasks, e.g.: 

 Learning to Rank 

 Class-imbalanced learning 

 Cost-sensitive learning 

 . . . 
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For function   and sample  
AUC is given by  

surrogate loss 

O 

1 

Exponential 

Hinge 

Exponential [Freund et al., JMLR03; Rudin & Schapire JMLR09]   Hinge [Joachims, KDD’06] 

Pairwise loss 
 requires to store all data, and scan data many times 



http://cs.nju.edu.cn/zhouzh/ 

http://lamda.nju.edu.cn How to do incremental optimization ? 

Pairwise loss: To encourage  

Univariate loss: To encourage  

easier for univariate losses (e.g., univariate Hinge loss, 
univariate exponential loss, univariate least square loss, etc.), 
however, the performance is worse (will show in exps) 

What can we do with pairwise loss? 

A natural idea: Online learning, stochastic gradient descent 

univariate losses enforce unnecessary constraints 
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To overcome the obstacle of pairwise calculation 
involving all data 

+ 
+ + - 

- 
- 

+ 

+ 

+ 

+ 

+ 

+ 

- 

- 

- 

- 

- 

- 

+ 

training sample 

random sample 

Scan the buffer many times; 
buffer size dependent to data size 

By using pairwise hinge loss, 
online AUC optimization with a 
buffer size                      

[Zhao et al., ICML’ 11]  

A simple idea: To use a buffer  
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Can we have “One-Pass” approach: 

 scan data only once  

 storage not dependent to data size 

Current approaches: 

Either: i) store all data, ii) scan all data many times 

Or: i) buffer dependent to data size, ii) Scan buffer many times 

Deficiencies, e.g.: 

• For big data, buffer size will be big 

• For streaming data, we do not know how many instances 
we will receive, and thus difficult to decide the buffer size 
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❶ We prove: Least square loss is consistent with AUC 

❷ We derive: Two statistics are sufficient for AUC opt. 

❸ We present: The OPAUC approach 

[Gao & Zhou, ICML’13] 
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Proof Outline:  For                                     with margin probability       and 
conditional probability                            , 

• Our goal is to minimize the expected risk 

• Based on sub-gradient conditions, we obtain n linear equations 

• Solving those linear equations, we get a Bayes solution 

 

 

    where            is a polynomial in                      . 

Thm For finite instance space and least square loss                        , the 

       surrogate loss                                             is consistent with AUC 
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square loss 

For stochastic gradient descent 
 
 
it is sufficient to calculate the gradient  

In each iteration, we receive a 
training example         , and aim 
to optimize the least square loss  
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If yt = +1 (similarly for yt = -1), we have the gradient: 

neg. mean 

neg. covariance 

Store the mean and covariance are sufficient ! 

Simple algebraic calculation for updating mean and covariance 

Mean: One vector addition  

Covariance: Four matrices additions 

neg. mean neg. mean 
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O(d) 

O(d) O(d×d) 

Storage: O(d×d), independent  to data size 

Scan data only once 

O(d×d) 

[Gao & Zhou, ICML’13] 
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i) high-dim. data               low-dim. data 

ii) apply OPAUC on the low-dim. data 

rand. proj. 

Inspired by random projection  

A straightforward idea: 
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= 

≈  
    ～ N(0,1) 
τ  is small 

≈  

Low-rank approx. 
of covariance 
matrix 
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Our theoretic analysis disclosed: 

 For OPAUC (full covariance) 

• separable case: 

• non-separable case:  

 For OPAUCr (approximated covariance) 

• separable case: 

• non-separable case:             + small constant 

In contrast, previous approaches: 

‒ Best convergence rate is at most               [Zhao et al., ICML’11]  

‒ Dependent to 
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Benchmark data sets 
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Online methods: 

• OAMseq: pairwise hinge loss, sequential update, buffer size 100 
[Zhao et al., ICML’11] 

• OAMgra: pairwise hinge loss, gradient update, buffer size 100 
[Zhao et al., ICML’11] 

 

Batch methods: 

• SVM-perf: structure SVM [Joachims, ICML’05] 

• SVM-OR: pairwise hinge loss [Joachims, KDD’06] 

• Uni-Log: univariate logistic loss [Kotlowski et al., ICML’11] 
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OPAUC 
significantly 
better 
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OPAUC 
highly 
competitive 

OPAUC: 
• scan once 
• store statistics 

 
Batch: 
• scan many times 
• store whole data 
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How about online methods for other univariate surrogate loss? 

• Online Uni-Exp: optimize univariate exponential loss 

• Online Uni-Squ: optimize univariate least square loss 

 

How about batch methods for least square loss? 

• LS-SVM: optimize pairwise least square loss 

• Batch Uni-Squ: optimize univariate least square loss  
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OPAUC:  
significantly better than online 

Results: Additional comparisons 

highly competitive with batch  
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Very high-dimensional data sets 
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dim 1,355,191 98,519 62,061 55,197 55,197 47,236 47,236 20,278 

Results: High dimensional data (OPAUCr) 

We also compared with: 

• OPAUCf: randomly select 1,000 features, then apply OPAUC 
• OPAUCrp: randomly project to 1,000 dim., then apply OPAUC 
• OPAUCpca:  project to 1,000 dim. by PCA, then apply OPAUC 

OPAUCr: highly competitive , especially for very high-dim data 

          indicates OPAUCr is significantly better/worse  
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Another setting: 

We have learned a model to do something (such as 
related to accuracy), but have not stored the data. 

Now, we want to learn a model for another thing 
(such as related to AUC) … What can we do? 
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A straightforward option:  

Using only the n examples 
received after the m examples 
to optimize AUC  

Suppose we have received m training examples, and constructed 
a classifier from these training examples; however, we have not 
stored these m examples 
 
Now, we want to construct a classifier optimizing AUC 

What can we do ? 

To exploit the 
m exps by 

adaptation ! 
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Many performance measures are closely-related 
e.g., F1-score & PRBEP,  AUC & Accuracy [Cortes & Mohri, NIPS'04] 

If we have a classifier     which optimizes accuracy, it 
can be regarded as a rough estimation of the 
classifier     which optimizes AUC, and thus it will be 
a good start point to find     in the function space 

We adapt the “auxiliary classifier”    for achieving    
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Auxiliary  
classifier 

Optimal 
classifier 

Auxiliary classifier (e.g., f’ 
which maximizes accuracy) 
can be helpful in finding 
the optimal classifier (e.g., 
f* which maximizes AUC) 
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We take the classifier adaptation strategy:  

Auxiliary classifier Target classifier 

classifier 
adaptation 

perform better w.r.t. concerned  
performance measure 

In the function-level classifier adaption framework 

Auxiliary classifier Target classifier Delta function + => 

Taking                        , it follows 
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Based on regularized risk minimization, we have the problem  

Regularizer Empirical risk 

Usually non-convex, non-smooth,  
non-decomposable 

The multivariate formulation 

We take a multivariate formulation and considers to map a 
tuple of n instances                         to a tuple of n labels  

is the loss by mapping   to    when its ground-truth is   
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A convex upper-bound over the empirical risk 

By taking                  , the optimization problem: 

The CAPO framework 

[Li, Tsang & Zhou, IEEE PAMI’13] 

CAPO finds the target classifier    near the auxiliary classifier 

such that    minimizes the upper-bound of the empirical risk  
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For multiple auxiliary classifiers, we construct an ensemble:  

Following the same strategy, we get :  

It learns an ensemble of auxiliary classifiers and seeks the 
target classifier near the ensemble, such that the upper-
bound of the empirical risk is minimized 

CAPO with multiple auxiliary classifiers 
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By taking linear delta function, the problem can be efficiently solved by cutting-
plane algorithm, which is similar to linear SVM-perf 

The auxiliary classifier contributes to CAPO in two aspects:  

• It injects nonlinearity, which is quite needed in practice; 

• It provides an estimate of the target classifier, making the classifier 
adaption procedure more efficient 

The solution & algorithm 

Single auxiliary classifier Multiple auxiliary classifiers 
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• 20 tasks 
– 5 datasets from different domains 

Face, text, gene, OCR… 

 

 

 

 

 

– 4 performance measures (in addition to AUC, we also consider 
other performance measures) 

Accuracy, F1-score, PRBEP, AUC 

– 5 * 4  = 20  

Experiments 
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We compare their performance on 20 tasks 

• CAPO 

– Auxiliary classifiers: CVM, RBF-NN, C4.5; (all with default parameters) 

– CAPOcvm, CAPOnn, CAPOdt, CAPO*   (B=1)  

• SVMperf [Joachims, ICML'05]  

– Linear kernel  &  RBF kernel 

• SVM with cost model 

– Linear kernel & RBF kernel, implemented by SVMlight 

The parameter C, RBF kernel width, cost weights are selected via CV on 
training sets  

Both the performance and the used CPU time are reported 

Compared methods 
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not completed  
in 24 hours  

Performance of auxiliary classifiers 

CAPO methods, especially CAPO*, achieve the best performance 
on most tasks  
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CAPO achieves performance improvements over auxiliary classifiers 

not completed  
in 24 hours  

Performance of auxiliary classifiers 

Results: Performance 
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CAPO is even more efficient than linear SVMperf  

not completed  
in 24 hours  

Results: Time cost 



http://cs.nju.edu.cn/zhouzh/ 

http://lamda.nju.edu.cn 

The number of inference iterations:   

Why CAPO more efficient 
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 One-pass optimization (one scan, storage independent to data size): 

 Pairwise least square loss is consistent with AUC 

 Two statistics are sufficient for AUC optimization 

 For high-dim data, sparse approx of covariance matrices 

 Adaptational optimization: 

 Benefits from classifier optimizing closely-related measures 

 Optimizing a convex upper-bound over the empirical risk 

 Multiple auxiliary classifiers increase robustness 

We take AUC for example, but the ideas can be extended to other 
performance measures (some are future work) 
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• E-IL (Example-Incremental Learning): New training examples are 
provided after a learning system being trained 

• C-IL (Class-Incremental Learning): New output classes are provided after 
a learning system being trained 

• A-IL (Attribute-Incremental Learning): New input attributes are provided 
after a learning system being trained 

Zhou & Chen, Hybrid decision tree, Knowledge-Based Systems, 
2002, vol.15, no.8, pp.515-528 

A recent study on C-IL: 
Da, Yu & Zhou. Learning with augmented class by exploiting 
unlabeled data. AAAI 2014 

It is specified in 
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My students: 

My collaborators: 

Rong Jin, Ivor W. Tsang, Shenghuo Zhu 

Nan Li  

( ) 

Wei Gao  

( ) 
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Codes available: 

 OPAUC: http://lamda.nju.edu.cn/code_OPAUC.ashx  

 CAPO: http://lamda.nju.edu.cn/code_CAPO.ashx  

Thanks! 

To handle big data: 

 Incremental learning is important 

 Least square loss is even more useful than before 

 Relevant, previously trained models can be helpful 

http://lamda.nju.edu.cn/code_OPAUC.ashx
http://lamda.nju.edu.cn/code_OPAUC.ashx
http://lamda.nju.edu.cn/code_OPAUC.ashx
http://lamda.nju.edu.cn/code_CAPO.ashx
http://lamda.nju.edu.cn/code_CAPO.ashx

